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with a source 
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Department of  Physics, Faculty af Liberal Acts, Yamaguchi University, Yamaguchi 753, 
Japan 

Received 2 January 1991 

Abstract. A bilinear Ricklund transformation forthe Kdvequation with a~ource  is obtained 
by using the bilinear transformation method. Superposition formulae for solutions are then 
constructed which satisfy Bianchi's exchange property and it is shown that they have a 
simple structure whenthey are written in the bilinearforms. Theinverse scatteringtransform 
for the equation is also derived from the Bicklund transformation. 

Recently, a new class of coupled soliton equations in two spatial and one temporal 
dimensions has been proposed [l]. They describe the interaction of a wavepacket of 
short waves with a single long wave on the x-y plane. It has also been shown that the 
proposed system of equations includes as special cases various known physical 

it is written in the form 
TL- --..nrin- .uh:-h .-,a .-,.--:A-- :n r h i r  Ie+tn.:r ,.-~ ..FtL--- nn..nt:--. - -A 

L.j"'L1"'L". n ,IC C'1ULLL.V.. 1 1 1 . l L l I  nr ~ " I I D L U C I  111 U . I D  I b L L L ,  12 ".,Z U. ,,,Ga= L.j"'L'""" 'I,." 

+=+(U + k2)+ = 0 (2) 

where U = u(x, I )  and + = +(x, I ;  k) are real and complex functions, respectively, k is 
a real parameter and v = u(k ,  f )  is a given real function. The subscripts appended to 
U and + denote partial differentiations. The boundary conditions for U and 4 are 
specified as 

u + o  aslxl-rm (3) 

+ = +o eilu a s x + - m  (4) 

where &= +,(k, f) is a given function. Since when 4 =0, (1) and (2) are reduced to 
the Korteweg-de Vries ( K d v )  equation, we call them the K ~ V  equation with a source. 
This system of equations has already been shown to be integrable by means of the 
inverse scattering method [2,3]. 

The purpose of the present paper is to derive a Backlund transformation (ET) of 
(1) and (2) and to clarify the structure of the ET. The mathematical tool employed 
here is the bilinear transformation method [4, SI. In particular, it will be shown that 
superposition formulae for solutions have a simple structure when they are written in 
the bilinear forms. 
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First of all, we hilinearize (1) and (2). Introduce the following dependent variable 
transformations 

= 2 ( b &  ( 5 )  

6 = +  e'%f ( 6 )  
where f=f(x, t) and g=g(x, 1;  k )  are real and complex functions, respectively. 
Substituting ( 5 )  and (6) into (1) and (2) and using the boundary conditions (3) and 
(4), ( i j  and (2j are transiormed into the ioiiowing system o i  biiinear equations for 
f and g: 

m 

DAD,+D:lf.f=- J-mdkv1+aY(IgY-f2) (7) 

( 0: + 2ikDx)g . f = 0. (8) 

Here, the bilinear operators 0, and 0, are defined by 

Let other solutions of (7) and (8) be f '  and g'. We show that f '  and g' are related to 
f and g By the ioiiowing Backiuna transionnation: 

g'*g g'g* 
m 

(D, + D:+ p)f' , f =! dk vi+$ (---) 4 -m k-iA k+iA 

Here, A and p are real Backlund parameters which may be 1-dependent in general 
and* denotes complex conjugate. First, we prove (12) and (13). For the purpuse, 
consider the quantity P defined by 

. PE 0 ,  o'f'(  \--I n2 + 7 i k n  --.--r,o )L-, f-gf(f(-":+2ikf(-"=f& .f'. (!4j 

abD,c. d - ( D , a .  b)cd=-D,ad.cb (15) 

abD:c. d - ( D : a .  b)cd = -Dx[ (Dxa .  d )  . cb + a d .  (D,c .  b ) ]  (16) 

Using the formulae for bilinear operators 

P is modified in the form 

P =  -D,[(D,g' .f+ikg'f) gf'fg'f (D,g.f'+ikgf')]. (17) 

Substitution of (12) and (13) into (17) yields P=O due to the formula D,a. a =O. 
This implies that i f f  and g are a pair of solutions of (8), f' and g' satisfy the same 
equation, verifying that (12) and (13) are BTS of (8). 

Next, introduce the quantity Q defined below to prove (10) and (11). 



Letter to the Editor E 7 5  

If we modify (18) with the aid of (15) and the formulae 

b Z D , D x ~ .  a-n2D,Dxb.  b=2Dx(D,a .b ) .ab  (19) 

(20) b2D:a. a -a2D:b, b =2Dx(D:a .  b )  . ba +6Dx(D:a.  b )  . (oxb.  a )  
' .  

and then substitute ( l l ) ,  (12) and (13) into the resultant expression, we obtain 

It now readily follows from (10) and the formula D,a a = O  that Q becomes zero, 
verifying that f' and g' satisfy (7) provided that J and g satisfy the same equation. 
Hence, we have completed the proof of the BT, (IO)-(l3). It should be remarked here 
that (13) follows from (8), (11) and (12) if we notice the identity 

f 'D:g .  f - gD:f' .f= -2f1Dxg, f '+ f (D ,g  .f'L. (22) 
We now proceed to derive the superposition formulae in terms of bilinear variables. 

Let ( f l ,  g l )  and ( J2 ,g2 )  be pairs of solutions of (7) and (8) generated by application 
of the BT, (11) and (12) to known solutions (fo, go) with the Backlund parameters A ,  
and A > ,  respectively. Similarly, let ( J i2 ,  g I 2 )  and ( f 2 , ,  g 2 J  denote pairs of solutions of 
(7) and (8) obtained by application of the BT with the parameter y2 to ( J , , g , )  and 
with the parameier ,i, io ih, g2j.  Tie situation is represented schemaiicaiiy in figure i 
as a Bianchi diagram. 

(Ji 3 g , )  y\?; 
( J L ,  g t d  (h, go) /(L g21) 

( J i , g2 )  

Figure 1. A Bianchi diagram. 

From !I I )>  (12) and the above defihitions, the following system of equations must 

(D:-ZA,Dx)J . f = O  (23) 

( 0: -2A2Dx)f2 . fo = 0 (24) 

(D:  - 2* ~DxlJzi f 2  = 0 (25) 

(D:  -2A2Dx).f12 . f i  = o  (26) 

hold: 

We show that there exist solutions satisfying Bianchi's exchange property, namely 
hl=fi2 and g2,=gI2 .  To do this, we first assume f2, =f i2 .  It then follows from 
(23) x f 2 f i 2  - (25)  x f o f ,  and the formula 

(31) [ D:a . b)cd - abD:c, d = Ox[( Dxa , d ) . Cb + ad , ( D,c. b ) ]  
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that 

Dx[(Dxfi . f 2 )  . h f i 2  +fJ2 ' ( PJii f0)I - 2A DJtfz . fofiz = 0. (32) 
By the same way, we have from (24) xfifi2- (26) xfnf2 

Dx[(Dxf2 .f~) . h f i 2 + f i f 2  ' (Dxfi2 ~ ~ o ) I - ~ A ~ D J L ~ ~  .fofi2=0. 

DJDxfi . f 2  - ( A  I - A L f 1 f 2 l  . f o f i 2  = 0 

f f ~ 2  = c i [Rf i  . f 2  - ( A  I - A 2 l f i f d  

(33) 

(34) 

(35) 
where c, is an arbitrary constant. Inversely, if we definef,, a n d f ,  by (351, they satisfy 
(25) and (26) automatically. The relation (35) represents a superposition formula 
among four solutions fo, f,, f2 and f i 2 .  One also notes that another superposition 
formula is derived by adding (32) and (33) as 

Subtracting (33) from (32) gives 

which means that 

fif = c2[DXfi2 ' f n -  ( A  I + A z l f n f i  21 (36) 

At this stage, we can prove g,, = g,, under the conditions (35) andf,, =fI2. Indeed, 
with c2 being an arbitrary constant. 

it follows from (29) x f ? , f ,  - (30) xfif2 

Substituting g,  and g, obtained from (27) and (28) into (37) and using the formulae 

(D,a. b)c=D,a. bc+abc, (38) 

dD,[o. (Dxb. c)] - cD,[a. (D,b. d)] = bD,[a. (D,d' c)] (39) 

we are led, after some calculations, to the expression 

However, due to (35) and D,a a = 0, R vanishes identically. Since f i f i f 2  # 0, we 
arrive at the required relation g,, =g,,. Thus, we have completed the construction of 
a commutative Bianchi diagram. If we use ( I I ) ,  (12) and (35), we can generate an 
infinite sequence of solutions f,, f, f i Z , .  . . , g , ,  g,, g,,,  . . .starting from known sol- 
utions fa and gn by means of purely algebraic procedure. The bilinear BTS, (10)-(13), 
and bilinear superposition formulae (35) and (36) are easily transformed into ordinary 
forms by using ( S ) ,  (6) and their primed counterparts. However, the explicit expressions 
are not written down here. 

Finally, we conclude this letter by showing that the inverse scattering transform 
equations for (1) and (2) can be derived from the FJT. For this, we introduce the 
wavefunctions J, = +(x, I) and ,y =,y(x, I; k )  through the relations = f '/f and ,y = 
&, e'"g'/f: It then turns out by eliminatingf' and g' from (10)-(13) and using (5 )  and 
(6) that 



with 

One can c 
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w2 B=' dk- k2+A2' 

nfirm by direct calculation that the compatibility conditi 
yield ( 1 )  and (2). 

The author thanks Professor M Nishioka for continual encouragement. 
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